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1. (30 Pts) Summation of numbers is performed both in serial and par-

allel ways. For parallel omputation, the environment is the networked

workstations and the sequential omputation is also done in the same

luster. The following table is obtained;

TIME nproc = 1 nproc = 2 nproc = 3 nproc = 4 nproc = 5 nproc = 6

100 0.013541 0.015713 0.015420 0.017393 0.018216 0.025741

200 0.018175 0.018387 0.019951 0.022900 0.026010 0.030067

500 0.036738 0.027887 0.032696 0.041647 0.433383 0.049059

1000 0.072881 0.047775 0.060789 0.093839 0.097799 0.113722

2000 0.145120 0.078808 0.111233 0.188817 0.143317 0.211288

5000 0.365731 0.197714 0.269206 0.313151 0.371891 0.347993

10000 0.749948 0.390106 0.507074 0.636745 0.665334 0.705855

20000 1.571937 0.865633 1.086707 1.225067 1.273847 1.338983

i Complete the following tables.

Speed-Up nproc = 2 nproc = 3 nproc = 4 nproc = 5 nproc = 6

100 0.86 0.88

200 0.99 0.91

500 1.32 1.12

1000 1.53 1.2

2000 1.84 1.3

5000 1.85 1.36

10000 1.92 1.48

20000 1.82 1.45

E�ieny nproc = 2 nproc = 3 nproc = 4 nproc = 5 nproc = 6

100 0.43 0.29

200 0.49 0.3

500 0.66 0.37

1000 0.76 0.4

2000 0.92 0.43

5000 0.92 0.45

10000 0.96 0.49

20000 0.91 0.48

ii Analyze the tables in detail.

iii How many proessor should be used for a spei� value of N?

Why?
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2. (30 Pts) Answer the following questions. Choose only 3 of them.

i Desribe the Flynn's lassi�ation for omputers. Whih type of

the omputer we have made use of?

ii Is it possible to have a system e�ieny (E) of greater than %100?

Disuss.

iii Desribe Bloking and Nonbloking Message-Passing.

iv Compare brie�y the point-to-point and olletive ommuniations.

v What ould be your riteria to hoose a shared- or distributed-

memory programming tehnique.

vi Disuss the onept of ommuniation overhead.

3. (40 Pts) The following program alulates the sum of the elements of

an array as sequentially.

#inlude <stdio.h>

#inlude <stdlib.h>

#define max_rows 10000000

int array[max_rows℄;

int main(int arg, har **argv)

{

int i, num_rows;

long int sum;

printf("please enter the number of numbers to sum: ");

sanf("%i", &num_rows);

if(num_rows > max_rows) {

printf("Too many numbers.\n");

exit(1);

}

/* initialize an array */

for(i = 0; i < num_rows; i++) {

array[i℄ = i;}

/* ompute sum */

sum = 0;

for(i = 0; i < num_rows; i++) {

sum += array[i℄;}

printf("The grand total is: %i\n", sum);

}

Design a parallel version of the same program using MPI alls.
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