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1. (30 Pts) Summation of numbers is performed both in serial and par-

allel ways. For parallel 
omputation, the environment is the networked

workstations and the sequential 
omputation is also done in the same


luster. (see the link: MPI Hands-On; Performan
e Analysis)

i Complete the following tables. Data should belong to your results.

N/Time nproc = 1 nproc = 2 nproc = 3 nproc = 4 nproc = 5 nproc = 6

10000

N/Speed-Up nproc = 2 nproc = 3 nproc = 4 nproc = 5 nproc = 6

10000

N/E�
ien
y nproc = 2 nproc = 3 nproc = 4 nproc = 5 nproc = 6

10000

ii Analyze the tables in detail.

iii How many pro
essor should be used for a spe
i�
 value of N?

Why?
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http://cemozdogan.net/IntroductiontoHighPerformanceandParallelComputing/week2/week2_HandsOn.pdf


2. (30 Pts) Answer the following questions. Choose only 3 of them.

i Des
ribe the Flynn's 
lassi�
ation for 
omputers. Whi
h type of

the 
omputer we have made use of?

ii Is it possible to have a system e�
ien
y (E) of greater than %100?

Dis
uss.

iii Des
ribe Blo
king and Nonblo
king Message-Passing.

iv Compare brie�y the point-to-point and 
olle
tive 
ommuni
ations.

v What 
ould be your 
riteria to 
hoose a shared- or distributed-

memory programming te
hnique.

vi Dis
uss the 
on
ept of 
ommuni
ation overhead.

3. (40 Pts) The following program 
al
ulates the fa
torial as sequentially.

1 #in
 lude <s td i o . h>

2 #in
 lude <s t d l i b . h>

3 #de f i n e max_rows 20

4 i n t array [max_rows ℄ ;

5 i n t main ( i n t arg
 , 
har **argv )

6 {

7 i n t i , num_rows ;

8 long i n t f a 
 t o r i a l ;

9 p r i n t f ( " p l e a s e ente r the number f o r the f a 
 t o r i a l : " ) ;

10 s 
an f ( "%i " , &num_rows) ;

11 i f (num_rows > max_rows) {

12 p r i n t f ( "Too many numbers . \n" ) ;

13 e x i t (1 ) ;

14 }

15 /* i n i t i a l i z e an array */

16 f o r ( i = 0 ; i < num_rows ; i++) {

17 array [ i ℄ = i +1;}

18 /* 
ompute f a 
 t o r i a l */

19 f a 
 t o r i a l = array [ 0 ℄ ;

20 f o r ( i = 1 ; i < num_rows ; i++) {

21 f a 
 t o r i a l *= array [ i ℄ ; }

22 p r i n t f ( "The %d ! i s %l i \n" , num_rows , f a 
 t o r i a l ) ;

23 }

Design a parallel version of the same program using MPI 
alls.
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http://cemozdogan.net/IntroductiontoHighPerformanceandParallelComputing/cfiles/2023-2024FallMidterm-code1sequential.c

